## 第八章 集成学习

8.1 什么是集成学习？为什么集成学习被应用？

参考答案：集成学习是为了解决特定的计算程序，如分类器或专家知识等多种模式，进行战略性生产和组合。集成学习能提高模型的分类，预测，函数逼近等方面的精度。

8.2 什么是集成方法的一般原则，在集成方法中套袋（bagging）和爆发（boosting）指的是什么？

参考答案：集成方法的一般原则是要结合给定的学习算法多种预测模型，相对于单一模型，其有更强的健壮性。套袋是一种能提高易变的预测或分类方案集成方法。爆发方法被依次用来减少组合模型的偏差。爆发和装袋都可以通过降低方差减少误差。

8.3 简述Boosting、Bagging和“随机森林”的学习过程。

参考答案：Boosting是一种个体学习器间存在强依赖关系、必须串行生成的序列化方法。其基本思想是：增加前一个基学习器在训练训练过程中预测错误样本的权重，使得先前基学习器做错的训练样本在后续受到更多关注，然后基于调整后的分布训练下一个基学习器，一直向下串行直至产生需要的T个基学习器，Boosting最终将这T个学习器进行加权结合。

Bagging是一种个体学习器间不存在强依赖关系、可同时生成的并行化方法。Bagging使用“有放回”采样方式选取训练集，对于包含m个样本的训练集，进行m次有放回的随机采样操作，从而得到m个样本的采样集。照这样，我们就可采样出T个含m个样本的采样集，然后基于每个采样集训练出一个基学习器，最终将这T个基学习器进行结合。

随机森林（Random Forest）是Bagging的一个拓展变体。RF在以决策树为基学习器构建Bagging集成的基础上，进一步在决策树的训练过程中引入了随机属性选择。即在基决策树的训练过程中，在选择划分属性时，RF先从候选属性集中随机挑选出一个包含K个属性的子集，再从这个子集中选择一个最优划分属性。

8.4 如何增强集成学习中个体学习器的多样性？

参考答案：（1）数据样本扰动，即利用具有差异的数据集来训练不同的基学习器。例如：有放回自助采样法，但此类做法只对那些不稳定学习算法十分有效，例如：决策树和神经网络等，训练集的稍微改变能导致学习器的显著变动。

（2）输入属性扰动，即随机选取原空间的一个子空间来训练基学习器。例如：随机森林，从初始属性集中抽取子集，再基于每个子集来训练基学习器。但若训练集只包含少量属性，则不宜使用属性扰动。

（3）输出表示扰动，此类做法可对训练样本的类标稍作变动，或对基学习器的输出进行转化。

（4）算法参数扰动，通过随机设置不同的参数，例如：神经网络中，随机初始化权重与随机设置隐含层节点数。

8.5 分析Bagging通常为何难以提升朴素贝叶斯分类器的性能

参考答案：Bagging主要是降低分类器的方差，而朴素贝叶斯分类器没有方差可以减小。对全训练样本生成的朴素贝叶斯分类器是最优的分类器，不能用随机抽样来提高泛化性能。

8.6 随机森林为何比决策树Bagging集成的训练速度更快

参考答案：随机森林不仅会随机样本，还会在所有样本属性中随机几种出来计算。这样每次生成分类器时都是对部分属性计算最优，速度会比Bagging计算全属性要快。

8.7 GradientBoosting是一种常用的Boosting算法，试分析其与AdaBoost的异同。

参考答案：GradientBoosting与AdaBoost相同的地方在于要生成多个分类器以及每个分类器都有一个权值，最后将所有分类器加权结合起来。

不同在于： AdaBoost通过每个分类器的分类结果改变每个样本的权值用于新的分类器和生成权值，但每个样本不会改变。 GradientBoosting将每个分类器对样本的预测值与真实值的差值传入下一个分类器来生成新的分类器和权值(这个差值就是下降方向)，而每个样本的权值不变。

8.8 MultiBoosting算法与Iterative Bagging的优缺点。

参考答案：MultiBoosting由于集合了Bagging，Wagging，AdaBoost，可以有效的降低误差和方差，特别是误差。但是训练成本和预测成本都会显著增加。 Iterative Bagging相比Bagging会降低误差，但是方差上升。由于Bagging本身就是一种降低方差的算法，所以Iterative Bagging相当于Bagging与单分类器的折中。

8.9 试设计一种能提升k近邻分类器性能的集成学习算法。

参考答案：可以使用Bagging来提升k近邻分类器的性能，每次随机抽样出一个子样本，并训练一个k近邻分类器，对测试样本进行分类。最终取最多的一种分类。

8.10 为什么xgboost要用泰勒展开，优点是什么？

参考答案：xgboost使用了一阶和二阶偏导，二阶导数有利于梯度下降的更快更准，使用泰勒展开取得函数做自变量的二阶导数形式，可以在不选定损失函数具体形式的情况下，仅仅依靠输入数据的值就可以进行叶子分裂优化计算，本质上也就把损失函数的选取和模型算法优化/参数选择分开了。这种去耦合增加了xgboost的适用性，使得它按需选取损失函数，可以用于分类，也可以用于回归.

8.11 xgboost如何寻找最优特征？是有放回还是无放回？

参考答案：xgboost在训练的过程中给出各个特征的增益评分，最大增益的特征会被选出来作为分裂依据，从而记忆了每个特征对在模型训练时的重要性——从根到叶子中间节点涉及某特征的次数作为该特征重要性排序。

xgboost属于Boosting集成学习方法，样本是不放回的，因而每轮计算样本不重复。另一方面，xgboost支持子采样，也就是每轮计算可以不使用全部样本，以减少过拟合。进一步的，xgboost还有列采样，每轮计算按百分比随机采样一部分特征，既提高计算速度又减少过拟合.

8.12 bootstrap数据的抽样过程？

参考答案：bootstrap的过程是有放回地从总共N个样本中抽样n个样本。即对样本进行有放回的抽样，抽样次数等同于样本总数。

8.13 什么是OOB？随机森林中OOB是如何计算的，它有什么优缺点？

参考答案：bagging方法中Bootstrap每次约有1/3的样本不会出现在Bootstrap所采集的样本集合中，也就没有参加决策树的建立，把这1/3的数据称为袋外数据oob（out of bag）,它可以用于取代测试集误差估计方法。

袋外数据(oob)误差的计算方法如下：

对于已经生成的随机森林,用袋外数据测试其性能,假设袋外数据总数为O,用这O个袋外数据作为输入,带进之前已经生成的随机森林分类器,分类器会给出O个数据相应的分类,因为这O条数据的类型是已知的,则用正确的分类与随机森林分类器的结果进行比较,统计随机森林分类器分类错误的数目,设为X,则袋外数据误差大小=X/O;这已经经过证明是无偏估计的,所以在随机森林算法中不需要再进行交叉验证或者单独的测试集来获取测试集误差的无偏估计。

8.14 给定如表8.1所示训练数据.假设弱分类器由或产生，其阈值v使该分类器在训练数据集上分类误差率最低。试用AdaBoost算法学习一个强分类器.

表8.1 训练数据表

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 序号 | | 1 | | 2 | | 3 | | 4 | | 5 | | 6 | | 7 | | 8 | | 9 | | 10 | |
| x | | 0 | | 1 | | 2 | | 3 | | 4 | | 5 | | 6 | | 7 | | 8 | | 9 | |
| y | | 1 | | 1 | | 1 | | -1 | | -1 | | -1 | | 1 | | 1 | | 1 | | -1 | |

参考答案：

初始化数据权值分布

对m=1，

(a)在权值分布为的训练数据上，阈值v取2.5时分类误差率最低，故基本分类器为

(b)在训练数据集上的误差率

(c)计算

(d)更新训练数据的权值分布：

分类器sign[]在训练数据集上有3个误分类点.

对m=2，

(a)在权值分布为的训练数据上，阈值v是8.5时分类误差率最低，基本分类器为

(b)在训练数据集上的误差率

(c)计算

(d)更新训练数据权值分布：

分类器sign[]在训练数据集上有3个误分类点.

对m=3，

(a)在权值分布为的训练数据上，阈值v是5.5时分类误差率最低，基本分类器为

(b)在训练样本集上的误差率

(c)计算

(d)更新训练数据权值分布：

于是得到：

分类器sign[]在训练数据集上误分类点个数为0.

于是最终分类器为

8.15 已知如表8.2所示的训练数据，x的取值范围为区间[0.5,10.5],y的取值范围为区间[5.0,10.0]，学习这个回归问题的提升树模型，考虑只用树桩作为基函数.

表8.2 训练数据表

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | | 1 | | 2 | | 3 | | 4 | | 5 | | 6 | | 7 | | 8 | | 9 | | 10 | |
|  | | 5.56 | | 5.70 | | 5.91 | | 6.40 | | 6.80 | | 7.05 | | 8.90 | | 8.70 | | 9.00 | | 9.05 | |

参考答案： 第1步求即回归树

首先通过以下优化问题：
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求解训练数据的切分点s：
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容易求得在内部使平方损失误差达到最小值的为
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这里是的样本点数

求训练数据的切分点。根据所给数据，考虑如下切分点：

1.5，2.5，3.5，4.5，5.5，6.5，7.5，8.5，9.5

对各切分点，不难求出相应的及

![](data:image/x-wmf;base64,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)

例如，当s=1.5时，,
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现将s及m(s)的计算结果列表如下（见表8.3）

表8.3 计算数据表

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| s | | 1.5 | | 2.5 | | 3.5 | | 4.5 | | 5.5 | | 6.5 | | 7.5 | | 8.5 | | 9.5 | |
| m(s) | | 15.72 | | 12.07 | | 8.36 | | 5.78 | | 3.91 | | 1.93 | | 8.01 | | 11.73 | | 15.74 | |

由上表可知，当s=6.5时m(s)达到最小值，此时

,所以会归树为

用拟合训练数据的残差见表8.4，表中

表8.4 残差表

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | | 1 | | 2 | | 3 | | 4 | | 5 | | 6 | | 7 | | 8 | | 9 | | 10 | |
|  | | -0.68 | | -0.54 | | -0.33 | | 0.16 | | 0.56 | | 0.81 | | -0.01 | | -0.21 | | 0.09 | | 0.14 | |

用拟合训练数据的平方损失误差：
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第2步求.方法与求一样，只是拟合的数据是表8.4的残差。可以得到：

用拟合训练数据的平方损失误差是
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继续求得

用拟合训练数据的平方损失误差是
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假设此时已满足误差要求，那么即为所求提升树.